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Abstract—To seamlessly reconnect an islanded microgrid to
the main grid, voltage phasors on both sides of the point of
common coupling need to be synchronized before the main relay
closes. In this paper, a distributed control strategy is proposed
for microgrid synchronization operation. The proposed controller
design utilizes pinning-based consensus algorithm to avoid system
single point of failure. It is able to actively track the main grid
frequency, provide a good coordination between frequency and
phase regulation and ensure all distributed generations in the
system proportionally share the load. Implementation of such
distributed algorithm in practice is difficult because it requires
mitigation of both distributed computing and power system
engineering challenges. In this paper, a novel software platform
called RIAPS platform is presented that helps implementing
the proposed distributed synchronization strategy in practical
hardware controllers. The performance of the controllers are
validated using a real-time controller hardware-in-the-loop mi-
crogrid testbed.

Index Terms—consensus algorithm, distributed control, dis-
tributed generation, microgrid synchronization

I. INTRODUCTION

The grid of tomorrow will have to manage variable gen-

erations from renewables, which are dispersed across the

distribution system. This is leading to increased interest in

development of microgrids (MGs) that makes the control of

the grid more scalable and resilient. To promote resiliency,

such MGs need to operate in both grid connected and islanded

mode, and should be able to seamlessly transition between

the two modes. For an islanded MG, steady state deviations

in system voltage and frequency results from primary control.

Secondary control eliminates these deviations and brings the

system back to nominal operating states. However, to have

the MG reconnect back to the main grid without any inrush

transients, the voltage phasors on both sides of the point of

common coupling (PCC) need to be synchronized [1].

Most commercial solutions for MG synchronization rely

on a single distributed generation (DG) as primary device

for regulation [2]. This approach simplifies the requirement

of communication and coordination among multiple devices

but needs the capacity of the primary DG to be large. It

becomes challenging when there are multiple small DGs in the

MG, none of which is large enough to dominate the system

power flow. Such solution becomes economically unfeasible

for larger MGs. Alternate algorithms that allow multiple DGs

to coordinate and contribute to eliminate the voltage phasor

mismatch exist. However, many of them use a centralized ap-

proach, where a MG centralized controller (MCC) is present as

a master controller while all the dispatchable DGs act as slave

units [3]. Such systems utilize global information exchange,

which requires a reliable communication network and brings

the risk of single point of failure to the system. Therefore,

researchers are favoring the development of distributed control

strategies inspired by the concepts of multi-agent systems

(MAS) [4]–[6]. In such systems, each DG operates as an

intelligent and independent agent that only exchanges infor-

mation with its neighbors. No delicate communication system

is needed and MAS usually run on sparse communication

network.

Voltage phasor consists of three elements: voltage magni-

tude, frequency and phase with respect to a given reference.

In an inductive MG, system voltage magnitude is usually

decoupled with the other states and could be directly regulated

to track the voltage of the main grid [7]. Frequency regulation

and phase regulation are challenging as they are naturally cou-

pled: phase could only be regulated with frequency deviation,

while a well regulated frequency would result in a constant

phase deviation. Some works try to circumvent such conflict

by regulating only phase mismatch while ignoring dynamic

response of system frequency [8]. However, such approach

will result in unbounded system frequency variation which

could potentially destabilize the system. Additionally, it has

been assumed in most works that the main grid operates

constantly as rated and thus the islanded MG is regulated

to 60 Hz by default [9]. However, such assumption might

not necessarily be the case and the main grid frequency

should be actively followed in case of any variation. Explicit

regulations on both system frequency and phase are needed to

ensure desirable system operation performance. Furthermore,

unlike conventional generators, DGs usually have limited

power/energy capacities. Besides having all the DGs contribute

to the MG synchronization, they should also be able to track

and proportionally share the system’s total power consumption

for system resiliency.

Despite the vast efforts done on developing algorithms for

MG synchronization, little has been done on implementing the

analytically developed algorithms under hardware level. Each
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developed algorithms has to repeatedly solve the challenges

of distributed computing systems, including information ex-

change, time synchronization, fault-tolerance, distributed co-

ordination etc, while improving upon the efficacy of the core

distributed control concepts. These challenges it difficult to

implement these algorithms in practice.

In this paper, we propose a distributed MG synchroniza-

tion control strategy. The proposed controller design is able

to explicitly regulate system frequency, phase and voltage

magnitude simultaneously. MG frequency is regulated to the

main grid frequency measured in real-time instead of a default

value. Additionally, proportional active/reactive power sharing

among all the DGs are guaranteed. Stability analysis of the

proposed controller design is derived. To have the proposed

controller fully implemented under hardware level for further

validation, a novel software platform developed by our team,

called ’Resilient Information Architecture Platform for Smart

Grid’ (RIAPS), is introduced. The platform abstracts away the

core distributed system problems and enables easy and mod-

ular implementation of the control algorithm. The proposed

algorithm is then fully realized and validated on a real-time

controller hardware-in-the-loop (CHIL) MG testbed.

The rest of this paper is constructed as follows. In Section

II, the proposed MG synchronization controller is presented.

Stability analysis of the proposed controller is derived and

conditions under which the system is exponentially stable

are provided. In Section III, RIAPS platform is proposed to

address the identified hardware implementation challenges. In

Section IV, implementations of the proposed controller using

RIAPS platform are discussed in details and validations using

a real-time CHIL MG testbed are presented in Section V.

Finally conclusions follow in Section VI.

II. PROPOSED MG SYNCHRONIZATION CONTROL

STRATEGY

As previously reviewed, dispatchable resources within an

islanded MG need to actively and accurately regulate their

operation states to achieve MG synchronization. Inverter-

interfaced DGs have been widely utilized in modern MG and

they can be classified as grid-forming DGs or grid-following

DGs depending on the characteristic of the resources they

are interfacing [10]: dispatchable resources, like generator or

energy storage device, are usually interfaced as grid-forming

DG and operate as slack bus to stabilize the islanded MG,

while intermittent and uncontrollable resources, like PV or

wind, are usually interfaced as grid-following DG and inject

grid-synchronized current to the external system. In this paper,

we consider the DGs under discussion are all grid forming

DGs and are equipped with droop controller for inductive

system as primary control [11]. Grid following DGs are

accounted for in the model as being a part of the stochastic

load profile.

Due to the nature of MG synchronization problem, the

voltage phasor mismatch on both sides of PCC in frequency,

phase and magnitude are usually measured by the main

relay and not locally accessible to all the DGs. Pinning-

based consensus algorithm is utilized in this paper to avoid

additional communication channels. The measured voltage

phasor mismatch is only shared to the pinned DG(s) while all

the DGs operate coordinately through a sparse communication

network. A DG is called phasor regulation DG if it is pinned,

otherwise it is called supporting DG.

It is assumed that the MG communication topology is

fixed and is modeled by a digraph, G = (V, ε, A) where

V = {v1, v2, . . . vn} denotes the set of droop-controlled DGs,

ε ⊆ V × V denotes valid communication links between DGs

and A is the weighted adjacency matrix defined as aii = 0
and aij = 1 if and only if the edge {vi, vj} ∈ ε. We denote

L as the Laplacian matrix of G.

A. Frequency/phase regulation controller

The proposed frequency/phase regulation controller is de-

fined as follows:

ωi = ω∗ −miPi +Ωi (1a)

−dΩi

dt
= kf (ωi − ω̂i) + kP

N∑
j=1

aij(Ωi − Ωj) + riΔδC (1b)

where for the i − th DG (i = 1, · · · , N ), ωi and ω∗ present

its measured and rated operation frequency; mi presents the

designed droop control gain; Pi presents the measured active

power output; ΔδC presents the measured phase mismatch

between the islanded MG and the main grid at PCC; kf , kP
and ri present the designed control gains: ri = r > 0 if the

i−th DG is selected to be the phasor regulation DG, otherwise

ri = 0; Ωi presents the frequency/phase control variable; ω̂i

presents the corrected frequency regulation term that is used

to track the main grid frequency and is defined as:

ω̂i =

⎧⎪⎪⎨
⎪⎪⎩

ωG ri > 0

ω∗ − kω

∫ N∑
j=1

aij(ω̂i − ω̂j)dt otherwise
(2)

where ωG presents the measured main grid frequency from

the main relay and kω presents the designed controller gain.

(2) indicates that the measured main grid frequency will be

utilized directly by the phasor regulation DG(s) for correction

and eventually shared to all the supporting DGs using a

standard pinning-based consensus algorithm [12], where the

supporting DGs that have direct communication links with the

phasor regulation DG(s) are pinned.

In steady state, the frequency correction terms in each DG

are uniform and converge to the measured main grid frequency

(ω̂i = ω̂j = ωG, for i, j = 1, · · · , N ). The derivation in

(1b) becomes zero and the following statements are true: 1)

ωi = ω̂i = ωG, meaning that the frequency mismatch between

the main grid and islanded MG is eliminated; 2) Ωi = Ωj ,

meaning that the droop curves in each DG have been shifted

equally, indicating proportional active power sharing among

DGs [13]; 3) ΔδC = 0, meaning that the phase mismatch

between the main grid and islanded MG is eliminated.
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B. Voltage regulation controller

As reviewed, voltage regulation is decoupled from fre-

quency/phase regulation and thus can be done separately. The

proposed voltage regulation controller is defined as follows:

Ei = E∗ − niQi + ei (3a)

−dei
dt

= kQ

N∑
j=1

aij(
Qi

Q∗
i

− Qj

Q∗
j

) + βiΔEC (3b)

where for the i − th DG, Ei and E∗ presents its measured

and rated voltage; ni is the designed droop gain; Qi and Q∗
i

present the measured and rated reactive power output; ei is

the voltage regulation variable; kQ is the designed regulation

gain; βi is the designed magnitude regulation gain, βi = β >
0 if the i − th DG is selected to be the phasor regulation

DG, otherwise βi = 0; ΔEC presents the voltage magnitude

mismatch between the main grid and the islanded MG.

The presented voltage regulation controller is constructed

based on the distributed average consensus control proposed

in [14] and modified into the form of pinning-based consensus

for MG synchronization problem. In steady state, the following

statements are true: 1)
Qi

Q∗
i

=
Qj

Q∗
j

, meaning that proportional

DG reactive power output is achieved; 2) ΔEC = 0, meaning

that the voltage magnitude mismatch between the main grid

and islanded MG is eliminated.

C. Stability analysis

The small-signal stability analysis of the proposed control

strategy is derived. System frequency is a global variable and

converges fast enough across the system, thus the delay in

adjusting DG operation frequency is ignored. We model the

delay in adjusting DG output voltage as a first-order low pass

filter for simplification. Additionally, considering the fact that

frequency variations in the main grid, if any, should still be

bounded closely to the rated frequency, it is assumed that the

frequency correction term, ω̂i converges fast enough and ω̂i =
ω̂j = ωG for the subsequent analysis. The operation status of

the i− th DG are modeled as:

δ̇i = −mi
EiEC

Xi
sin(δi − δC) + Ωi (4a)

ω−1
v Ėi = E∗−Ei−ni

(Ei − EC)EC

Xi
cos(δi−δC)+ei (4b)

where δC and δi presents the voltage phase at PCC and the

i− th DG, respectively; EC presents the voltage magnitude at

PCC; Xi presents the equivalent reactance between the i− th
DG and PCC, ωv presents cut-off frequency of the equivalent

low-pass filter.

The system small-signal model is derived by assuming that

sin(δi − δC) ≈ δi − δC and EC = E∗. Referring to the

conditions under which droop control is validated: system

active power flow should be predominately determined by

phase angle while system reactive power flow should be

mainly dependent on bus voltage magnitude [15], it is assumed

that Ei ≈ E′ is constant in (4a) and cos(δi − δC) ≈ 1 is

constant in (4b). Additionally, referring to Millman’s Theorem,

the voltage phasor at PCC is dependent on the voltage phasors

at each DG as δC =
∑

ciδi and EC =
∑

diEi where

ci =
Xp

Xi
and di =

Ei

EC
ci ≈ E′

E∗ ci with X−1
P =

∑
X−1

i

for i = 1, · · · , N . Both ci and di are treated as constants

for the subsequent analysis and the small-signal model of the

system operation states can be written in matrix form as:

δ̇ = −mM(I− c)δ +Ω (5a)

ω−1
v Ė = −E− nN(I− d)E+ e (5b)

where δ and E are system operation states, mM =

diag(miMi) and nN = diag(niNi) with Mi =
E′E∗

Xi
and

Ni =
E∗

Xi
; c = [1]Ndiag(ci) and d = [1]Ndiag(di) with [1]N

presenting a N-by-N all-ones matrix; I presents the identical

matrix. It is noteworthy that in (5), terms that are independent

from system operation states have been ignored.

Assume all the variables are in per unit, the proposed MG

synchronization controller can be modeled as:

Ω̇ = kfmM(I− c)δ − kfΩ− kPLΩ− rcδ (6a)

ė = −kQLN(I− d)E− bdE (6b)

where r = diag(ri) and b = diag(βi).
Combining (5) and (6), the small-signal model of the whole

system can be written as:

Ẋ = WX (7)

where X=
(
δ Ω E e

)′
, W=

(
W1 0
0 W2

)
presents the

system matrix and W2=

(
ωv[−I− nN(I− d)] ωvI

−kQωvLN(I−D− bd) 0

)
,

W1=

( −mM(I− c) I
(kfmM(I− c)− rc −kfI− kPL

)
. Considering

the fact that W is a diagonal matrix, the system is expo-

nentially stable if and only if all the eigenvalues of both W1

and W2 have strictly negative real parts.

At last, we derive the sufficient conditions under which the

system is exponentially stable. The characteristic polynomial

of W1 can be written as:

det(sI−W1) = det(sI+kfI+kPL)det(s
2I+a1s+a0) (8)

where a0 = kPmM(I− c) + rc and a1 = mM(I− c) +
kfI+kPL. It can be easily observed that the roots of det(sI+
kfI + kPL) satisfy Re(s) < 0. For det(s2I + a1s + a0),
referring to Routh-Hurwitz stability criterion, it is proved

in [13] that roots of such characteristic polynomial satisfies

Re(s) < 0 if and only if the following conditions are satisfied:

λmin(a1 + a1
T ) > 0 (9a)

λmin(a0 + a0
T ) > 0 (9b)

We assume that the system is sufficiently similar so that ci ≈
cj ≈ N−1, which can be easily achieved by implementing
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virtual impedance on each DG. It can be proved that a1+aT1
is positive definite and condition (9a) is always satisfied. For

a0, we first set r = 0 and it can be proved that a0 + aT0
is positive semi-definite with one zero eigenvalue. Consider

the fact that eigenvalues are continuous functions of matrix

parameters, condition (9b) can still be satisfied when r > 0
is sufficiently small. To conclude, all the roots of W1 satisfy

Re(s) < 0 if ci ≈ cj and r > 0 is sufficiently small.

The same derivation approach can be applied to W2 and

it can be found that all the roots of W2 satisfy Re(s) < 0 if

di ≈ dj and b > 0 is sufficiently small. It is concluded that

sufficient conditions under which the system is exponentially

stable are: the system is sufficiently similar (ci ≈ cj and

di ≈ dj) and the regulation control gains on phase and voltage

mismatch (r > 0 and b > 0 ) are sufficiently small.

III. HARDWARE LEVEL IMPLEMENTATION CHALLENGES

AND RIAPS SYSTEM OVERVIEW

The algorithm proposed in the previous section was first

implemented and tested using simulation software (i.e. MAT-

LAB/Simulink). Such simulation approach has been adopted

by most researchers to simulate and verify their proposed algo-

rithms. However, it has been found that these simulations may

be too ideal and oversimplified, suggesting need for Controller

Hardware-in-the-loop (CHIL) tests. However, implementation

challenges at the hardware level present additional hurdles

beyond the traditional control system challenges. We describe

some of these challenges below:

• Because of the nature of digital control, the hardware con-

trollers need to have sufficient computational capability,

so that the selected sampling time step can be made small

enough to minimize the impact caused by transforming

from continuous mode to discrete mode.

• The developed distributed control algorithm utilizes

multi-agent control approach where the number of par-

ticipating agents can be large and variable. Therefore,

the controller and the hardware implementation must be

scalable and should support plug-and-play capability.

• Each agent has to have the capability to interact with

physical devices such as PMU. Developing reusable de-

vice interaction code that is modular presents additional

challenges that are orthogonal to the development of the

core control algorithm.

• Though distributed control algorithms do not require

delicate communication network compared to centralized

ones, reliable and accurate information exchange are still

crucial towards system stability because of the small

system inertia. Information exchange among distributed

hardware controllers requires complement communica-

tion system which is also challenging

To overcome the identified challenges, we have developed

an framework called RIAPS platform. It is an open application
platform that distributes the intelligence and control capability

to local endpoints reducing total network traffic, improving

speed of local actions by avoiding latency, and improving

reliability by reducing dependencies on numerous devices and

Fig. 1: RIAPS platform architecture overview

communication interfaces. The platform is multi-tasking and

able to host multiple applications running simultaneously. The

key concept is to provide a “middleware” that enables each

agent to communicate with others and focuses on specific grid

issues, such as state estimation, remedial action schemes, and

load shedding. More applications developed using RIAPS can

be found in [16] and [17].

An overview of RIAPS platform architecture is presented in

Fig. 1. The developed distributed control algorithms in RIAPS

platform are called applications which reside in the top layer.

One application consists of one or more application managers,

called actors. An actor is used to realize an abstract function,

like state estimation or data logging. Each actor is constructed

by one or more components. The component is a reusable

building block in RIAPS platform that provides specific phys-

ical functionality, like computation or measurement sensing.

Each component can have several kinds of ports to support its

function. For example a timer port which wakes up every time

step is usually implemented to achieve discrete calculation.

Other ports include publish and subscribe port to publish

and subscribe messages, respectively. For a given distributed

control algorithm that has been developed analytically, it can

be converted into the form of application in a development

machine. The developed application can then be distributed

to each RIAPS node through RIAPS deployment mechanism.

Additionally, RIAPS platform provides programming APIs

to help development of device wrappers (examples include but

not limited to Modbus and IEEE C37.118.2 synchrophasor

data transfer protocol) and supports ZeroMQ based mes-

saging paradigm for information exchange between various

RIAPS nodes. Message is defined by RIAPS as structured

information exchanged between RIAPS nodes. Each subscribe

port and publish port are associated with a message with a

specific topic. When one publish port publishes a message,

the subscribe port that subscribes that message will receive it

automatically. This routing of messages is handled by RIAPS

discovery service. Available communication patterns include

both group-based publish-subscribe as well as point to point

client server mechanisms.
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Fig. 2: Architecture of a RIAPS actor for phasor regulation DG

IV. IMPLEMENTATION OF THE PROPOSED ALGORITHM IN

THE RIAPS PLATFORM

The proposed MG synchronization algorithm has been fully

implemented in the RIAPS platform. Each DG is assigned with

one DG RIAPS node. Besides the DG RIAPS nodes, a relay

RIAPS node is associated with the main relay at PCC. Fig.

2 shows the architecture of the RIAPS application for the

propose synchronization algorithm.

The application has two actors. The first one is called

C37receiver and it is deployed to the relay RIAPS node.

C37receiver only has one component called C37device
which can communicate with the PCC relay using IEEE

C37.118.2 synchrophasor data transfer protocol. The PCC

relay constantly measures the voltage magnitude, frequency

and phase difference between the main grid and MG. The

measurement data along with the relay status are sent to the

relay RIAPS node using C37 messages. Upon receiving the

C37 message from the relay, the relay RIAPS node will pack

the data under the topic SyncData and publish it across the

RIAPS network. SyncData is subscribed by the DG RIAPS

node and will be used for the synchronization algorithm.

On each DG, one actor called Synchronizer is deployed

to realize the proposed phase/frequency regulator. The actor
has two components. One is called ModbusDevice and used

to provide Modbus communication with DG’s local controller.

The other is called Regulation and used to realize the devel-

oped distributed algorithm on phase/frequency regulation, as

shown in (1). On one hand, the ModebusDevice sends out a

request to pull out the local measurements (ωi and
Qi

Q∗
i

) every

time step. On the other hand, voltage phasor mismatch (ωG,

Δδc and ΔEC ) are received from the relay RIAPS node.

These information are passed to Regulation to calculate the

updated synchronization control variables (Ωi, ω̂i and ei). The

updated synchronization control variables are then sent back

to the DG’s local controller through another Modbus message.

At last, each RIAPS node will publish its updated variables

for synchronization control (Ωi, ω̂i and
Qi

Q∗
i

) while receive the

ones from its neighbouring DGs. The updated variables are

recorded by Regulation.

V. HARDWARE IMPLEMENTATION AND EXPERIMENTAL

RESULTS

Validation of the proposed MG synchronization controller is

done using a real-time CHIL MG testbed developed in our lab.

Fig. 3: Real-time controller hardware-in-the-loop MG testbed setup

The presented CHIL testbed aims to provide a comprehensive

replication of the operation environment under which the

proposed synchronization controller is supposed to serve and

the testbed setup is shown in Fig. 3. The presented MG testbed

consists of two major parts: 1) Opal-RT real-time simulators

are utilized to simulate the MG system operation status under

different levels of details. Non-switching components in the

MG system, like transformer or relay, are simulated using

CPU-based solver under 80 μs simulation time step; while

switching-based devices, like converters, are simulated using

FPGA-based solver under 500 ns simulation time step. In [18] ,

it is shown that the fast transient dynamics of power electronics

converter can be captured using this testbed. 2) Hardware

controllers are integrated with the real-time simulators to

accurately replicate the controller response. Beaglebone Black

board (BBB) is selected as the hardware controller and each

agent (DGs and relay in this case) is assigned with one BBB

as the local intelligence. The proposed MG synchronization

controller has been fully implemented in the BBBs and the

execution and coordination of each BBB is achieved using

RIAPS platform. TI F28377S DSPs are used as the primary

controller of each DG inverter. Droop control is implemented

in each DSP and each DSP is assigned with one BBB that

provides secondary level control.

As shown in Fig. 3, the presented MG testbed is integrated

using multiple communication channels and forms. The volt-

age phasor mismatch at PCC is first shared to the relay BBB

using IEEE C37 communication protocol and then processed

among DG BBBs using RIAPS platform. Data exchange

between each DG BBB and its assigned DSP is achieved using

Modbus communication protocol. Each DG BBB shall update
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TABLE I: MG testbed parameters

DG Critical Load
(kW/kVAR) (kW/kVAR)

P ∗=100 Q∗=100 PL=50 QL=24
Control Gain Design

m−1=100000 n−1=10000 kf = 0.033 kP = 0.4
r = 0.01 kω=0.1 kQ=0.001 β=0.03125

Fig. 4: Simulated MG system topology

its control variables using both the local measurements from

its assigned DSP and the information shared by its neighbour

DG BBB(s). Operation status of each DG inverter is directly

controlled by the digital gate signals from its assigned DSP,

which depend on the control variables from BBB and the

droop control using local measurements as analog signals.

The MG topology under study is presented in Fig. 4. Four

DGs (DG1, DG2, DG3 and DG4) and three critical loads

(SL = SL1 = SL3 = 0.5SL2) are presented and DG2 is

selected as the phasor regulation DG. Communication links

among relay and DGs are presented in red dashed lines.

Detailed testbed parameters are provided in Table I and the

control gains are designed based on the stability analysis

derived in previous section.

The dynamic performance of the proposed MG synchroniza-

tion controller with main grid frequency variation is simulated

and the recorded system operation states measured at PCC

are presented in Fig. 5. As shown in Fig. 5, the MG initially

operates under grid connected mode and the main relay opens

at t = t1. The islanded MG is first stabilized by droop

control which results in steady state deviations on system

frequency and voltage. The proposed MG synchronization

controller is initiated at t = t2, it can be observed that as

the system converges, the islanded MG and the main grid

operate under the same frequency (ωG = 60 Hz) and voltage

mismatch measured at PCC on phase and voltage magnitude

are eliminated. A step change on the main grid frequency

(|ΔωG| = 0.05 Hz) is introduced at t = t3. It can be observed

that as the system converges, the proposed controller is able

to have the islanded MG operates synchronously with the

main grid even if the main grid is not operated under rated

frequency. Fig. 6 shows the zoomed in system response during

Fig. 5: Recorded system operation states experimental results

main grid frequency deviation. It can be observed that as the

main grid frequency changes, the islanded MG frequency is

able to accurately follow the one of the main grid. New phase

mismatch is introduced due to the instant frequency mismatch

between the main grid and islanded MG but such mismatch

is eliminated eventually. It is noteworthy that no deviations

on voltage mismatch is observed in Fig. 6, which validates

the assumptions made in system stability analysis that system

voltage/reactive power variation and frequency/active power

variation are decoupled. Additionally, active and reactive

power sharing among all the DGs are always maintained in

steady state, as shown in Fig. 7.

VI. CONCLUSIONS

A distributed MG synchronization operation algorithm is

proposed in this paper. The proposed algorithm is able to

keep the voltage phasor at the MG side of PCC synchronized

with the one on the main grid side. System frequency, phase

and voltage magnitude mismatch are regulated explicitly at

the same time, and the system total load are proprotionally

shared by all the DGs. Exponential stability of the proposed

controller is derived and its dynamic performance is validated

using a CHIL MG testbed. The proposed controller is fully im-

plemented in hardware controllers using the RIAPS platform

developed by our team. The proposed MG synchronization

controller is proved to be effect by the experimental results.
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Fig. 6: Recorded system operation states experimental results (zoom-in)

Fig. 7: Recorded DG power outputs experimental results
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